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Abstract

In the article a simpler and more generalized perspective of approximative multiretracts is

presented (see [1]). This perspective allows for new results and applications. In order to reach it,

a class of approximative relative retracts will be defined with the use of single-valued mappings

only. Their properties will be studied and some applications to fixed point theory, the theory

of the extension of multivalued mappings, to graph-approximation theory and to the theory of

approximative retracts will be given.
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1 Introduction

In 1953 H. Noguchi introduced the notion of approximative retract (see [2]). In 1970, in [3], J.
Jaworowski proved that an approximative retract in the sense of Noguchi is of finite type. Then, in
1971, in [4], M.H. Clapp generalized the notion of approximative retract and proved that such defined
space does not have to be of finite type. In 2009, in [1] some more generalized, multivalued version
of approximative retract in the sense of Clapp was given. In this article the notion of approximative
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relative retract is introduced. The class of approximative relative retracts is essentially wider than
the previous ones and encompasses all thus far known approximative retracts and multiretracts. In
this article the properties of approximative relative retracts are studied and it is proven that on
some level, and if they are of finite type, they have a fixed point property.

2 Preliminaries

Throughout this paper all topological spaces are assumed to be metrizable. A continuous mapping
f : X → Y is called proper if for every compact set K ⊂ Y the set f−1(K) is nonempty and
compact. Let X and Y be two spaces and assume that for every x ∈ X a nonempty and compact
subset ϕ(x) of Y is given. In such a case we say that ϕ : X ( Y is a multivalued mapping. For a
multivalued mapping ϕ : X ( Y and a subset A ⊂ Y , we let:

ϕ−1(A) = {x ∈ X; ϕ(x) ⊂ A},

If for every open U ⊂ Y the set ϕ−1(U) is open, then ϕ is called an upper semi-continuous mapping;
we shall write that ϕ is u.s.c. Let H∗ be the C̆ech homology functor with compact carriers and
coefficients in the field of rational numbers Q from the category of Hausdorff topological spaces and
continuous maps to the category of a graded vector space and linear maps of degree zero. Thus
H∗(X) = {Hk(X)} is a graded vector space, Hk(X) being a k-dimensional C̆ech homology group
with compact carriers of X. For a continuous map f : X → Y , H∗(f) is the induced linear map
f∗ = {fk∗} where fk∗ : Hk(X)→ Hk(Y ) ([5]). A space X is acyclic if:

(i) X is nonempty,

(ii) Hk(X) = 0 for every k ≥ 1 and

(iii) H0(X) ≈ Q.

Let u : E → E be an endomorphism of an arbitrary vector space. Let us put N(u) = {x ∈ E :

un(x) = 0 for some n}, where un is the nth iterate of u and Ẽ = E/N(u). Since u(N(u)) ⊂ N(u),

we have the induced endomorphism ũ : Ẽ → Ẽ defined by ũ([x]) = [u(x)]. We call u admissible

provided dimẼ <∞.

Let u = {uk} : E → E be an endomorphism of degree zero of a graded vector space E = {Ek}. We
call u a Leray endomorphism if

(i) all uk are admissible,

(ii) almost all Ẽk are trivial. For such u, we define the (generalized) Lefschetz number Λ(u) of
u by putting

Λ(u) =
∑
k

(−1)ktr(ũk),

where tr(ũk) is the ordinary trace of ũk (comp. [5]). The following important property of the Leray
endomorphism is a consequence of the well-known formula tr(u ◦ v) = tr(v ◦ u) for the ordinary
trace.

Proposition 2.1. (see [5]) Assume that, in the category of graded vector spaces, the following
diagram commutes

E′ -
u

E′′

6
u′′

E′′
Z

Z
Z

Z}
v

-E′

6
u′

u
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Then, if u′ or u′′ is a Leray endomorphism, so is the other; and, in that case,

Λ(u′) = Λ(u′′).

A proper map p : X → Y is called Vietoris provided for every y ∈ Y the set p−1(y) is acyclic.
A proper map p : X → Y is called cell-like provided for each y ∈ Y p−1(y) has a trivial shape
in the sense of Borsuk (see [6]). We know that a compact set of trivial shape is acyclic. Hence if
p : X → Y is a cell-like map then it is a Vietoris map. The symbol D(X,Y ) will denote the set of
all diagrams of the form

X
p←−−−−− Z

q−−−−−→ Y,

where p : Z → X denotes a Vietoris map and q : Z → Y denotes a continuous map. Each such
diagram will be denoted by (p, q). We recall that the composition of two Vietoris mappings is a
Vietoris mapping and if p : X → Y is a Vietoris map then p∗ : H∗(X)→ H∗(Y ) is an isomorphism
(see [5]).

Definition 2.2.(see [5]) Let (p, q) ∈ D(X,Y ) and (r, s) ∈ D(Y, T ). The composition of the diagrams

X
p←−−−−− Z1

q−−−−−→ Y
r←−−−−− Z2

s−−−−−→ T,

is called the diagram (u, v) ∈ D(X,T )

X
u←−−−−− Z1 4qr Z2

v−−−−−→ T,

where Z1 4qr Z2 = {(z1, z2) ∈ Z1 × Z2 : q(z1) = r(z2)},
u = p ◦ f1, v = s ◦ f2,

Z1
f1←−−−−− Z1 4qr Z2

f2−−−−−→ Z2,

f1(z1, z2) = z1 (Vietoris map), f2(z1, z2) = z2 for each (z1, z2) ∈ Z1 4qr Z2.

It shall be written
(u, v) = (r, s) ◦ (p, q).

In the set of all diagrams D(X,Y ), the following relation is introduced:

Definition 2.3. Let (p1, q1), (p2, q2) ∈ D(X,Y ).

(p1, q1) ∼m (p2, q2)

if and only if there exist spaces Z, Z1 and Z2, Vietoris maps p3 : Z → Z1, p4 : Z → Z2 such that
the following diagram is commutative:

X
p1←−−−−− Z1

q1−−−−−→ YxIdX xp3 xIdY
X

p←−−−−− Z
q−−−−−→ YyIdX yp4 yIdY

X
p2←−−−−− Z2

q2−−−−−→ Y,

that is
p = p1 ◦ p3 = p2 ◦ p4, q = q1 ◦ p3 = q2 ◦ p4.

Proposition 2.4. (see [7]) The relation in the set D(X,Y ) introduced in Definition 2.3 is an
equivalency relation.
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The set of the equivalence classes of the above relation will be denoted by the symbol

Mm(X,Y ) = D(X,Y )/∼m .

The elements of the space Mm(X,Y ) will be called multimorphisms and will be denoted by

ϕm = [(p, q)]m

where

X
p←−−−−− Z

q−−−−−→ Y.

Proposition 2.5. (see [7]) Let [(p, q)]m = ϕm ∈Mm(X,Y ).
2.5.1 ((p1, q1), (p2, q2) ∈ ϕm)⇒ (for each x ∈ X q1(p−1

1 (x)) = q2(p−1
2 (x))),

2.5.2 ((p1, q1), (p2, q2) ∈ ϕm)⇒ (q1∗ ◦ p−1
1∗ = q2∗ ◦ p−1

2∗ ),
2.5.3 Let ψm = [(r, s)]m ∈Mm(Y, T ) and let ψm ◦ϕm = [(r, s)◦ (p, q)]m ∈Mm(X,T ) (see Definition
2.2). Then for any (p1, q1) ∈ ϕm and (r1, s1) ∈ ψm we have

((r1, s1) ◦ (p1, q1)) ∈ (ψm ◦ ϕm).

From Proposition 2.5 (2.5.1) we get the following definition:

Definition 2.6. For any ϕm ∈Mm(X,Y ), the set ϕ(x) = q(p−1(x)) where ϕm = [(p, q)]m is called
an image of point x in a multimorphism ϕm.

Let ϕm ∈ Mm(X,Y ). The symbol ϕ : X →m Y will denote a multivalued mapping determined by
a multimorphism ϕm (see Definition 2.6). We define (see Proposition 2.5 (2.5.2))

ϕ∗ = q∗ ◦ p−1
∗ , (2.1)

where (p, q) ∈ ϕm and if ψ : Y →m T then ψ ◦ ϕ : X →m T is a multivalued map determined by
ψm ◦ ϕm (see Proposition 2.5 (2.5.3)) and we have (see [7]):

(ψ ◦ ϕ)∗ = ψ∗ ◦ ϕ∗. (2.2)

Let f : X → Y be a continuous map and let IdX : X → X be an identity map. Then fm =
[(IdX , f)]m ∈Mm(X,Y ) and for each (p, q) ∈ fm (see [7])

q∗ ◦ p−1
∗ = f∗. (2.3)

Let A ⊂ X be a nonempty set and let ϕ : X →m Y . Then the map ϕA : A ( Y given by the
formula

ϕA(x) = ϕ(x) for each x ∈ A (2.4)

is determined by a multimorphism (ϕA)m = [(p̃, q̃)]m (see [7]), where

A
p̃←−−−−− p−1(A)

q̃−−−−−→ Y

and (p̃, q̃) ∈ D(A, Y ) is a restriction of some (p, q) ∈ ϕm. Hence ϕA : A →m Y is a multivalued
map determined by (ϕA)m = [(p̃, q̃)]m.

In this paper, maps determined by multimorphisms ϕm ∈Mm(X,Y ) will be denoted ϕ : X →m Y
and will be called multifunctions.

Definition 2.7. Let X be an ANR and let X0 ⊂ X be a closed subset. We say that X0 is movable
in X provided every neighborhood U of X0 admits a neighborhood U ′ of X0, U ′ ⊂ U , such that
for every neighborhood U ′′ of X0, U ′′ ⊂ U , there exists a homotopy H : U ′ × [0, 1] → U with
H(x, 0) = x and H(x, 1) ∈ U ′′, for any x ∈ U ′.

Definition 2.8. Let X be a compact space. We say that X is movable provided there exists
Z ∈ ANR and an embedding e : X → Z such that e(X) is movable in Z.

4
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Let us notice that the property of being movable is an absolute property, that is if A is a movable
set in some ANR X and j : A→ X ′ is an embedding into an ANR X ′, then j(A) is movable in X ′

(see [6]).

Remark 2.9. [6] We know that movable spaces are of the following types, among others: AR,
ANR, AANR (in the sense of Clapp), FAR (of trivial shape) and FANR.

Proposition 2.10. [6] Let X and Y be compact spaces. The space X × Y is movable if and only
if X and Y are movable spaces.

Definition 2.11. A map r : Y → X of a space Y onto a space X is said to be an mr-map if there
is a multifunction ϕ : X →m Y such that r ◦ ϕ = IdX .

Definition 2.12. A space X is called an absolute multi-retract (notation: X ∈ AMR) provided
there exists a normed space E and an mr-map r : E → X from E onto X.

Definition 2.13. A spaceX is called an absolute neighborhood multi-retract (notation: X ∈ANMR)
provided there exists an open subset U of some normed space E and an mr-map r : U → X from
U onto X.

Class of spaces of type AMR and ANMR are substantially wider than the class AR and ANR
respectively (see [8]).

Definition 2.14. Let X be a compact space. We shall say that X is an approximative ANMR
(we write X ∈ AANMR) provided that for any ε > 0 there exists a normed space Eε and an open
set Uε ⊂ Eε, a map rε : Uε → X and a multifunction ϕε : X →m Uε such that for any x ∈ X

rε(ϕε(x)) ⊂ B(x, ε),

where B(x, ε) is an open ball in X with the center of x and radius ε.

Definition 2.15. Let X be a compact space. We shall say that X is an approximative AMR (we
write X ∈ AAMR) provided that for any ε > 0 there exists a normed space Eε, a map rε : Eε → X
and a multifunction ϕε : X →m Eε such that for any x ∈ X

rε(ϕε(x)) ⊂ B(x, ε),

where B(x, ε) is an open ball in X with the center of x and radius ε.
In the article [1] the properties and examples of the spaces AANMR and AAMR are presented.

Theorem 2.16. (see [5]) Let U be an open subset of a normed space E and let X be a compact
subset U . Then for every ε > 0 there exists a finite polyhedron Kε ⊂ U and a mapping iε : X → U
such that:

2.16.1 ‖x− iε(x)‖ < ε for all x ∈ X,

2.16.2 iε(X) ⊂ Kε,

2.16.3 iε is homotopic to i, where i : X ↪→ U is an inclusion.

We recall that a metrizable space X is of finite type if almost all the homologies of X are trivial and
for each k ≥ 0

dimHk(X) <∞.
Proposition 2.17. Let U be an open subset of a normed space E and let X be a compact subset
U . If an inclusion i : X ↪→ U induces a monomorphism i∗ : H∗(X) → H∗(U) then X is of finite
type.

5
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Proof. Let ε > 0 and let iε : X → U be such as in Theorem 2.16 Let d : X → Kε be a map given
by the formula d(x) = iε(x) for each x ∈ X, where Kε is a finite polyhedron (the condition 2.16.2).
We have a following diagram:

X
i−−−−−→ UxIdX xj

X
d−−−−−→ Kε,

where i : X ↪→ U and j : Kε ↪→ U are inclusions. We observe that from the condition 2.16.3 we get

i∗ = iε∗ = (j ◦ d)∗ = j∗ ◦ d∗.

From the assumption the map i∗ is a monomorphism, so d∗ is a monomorphism. Hence X is of
finite type and the proof is complete.

A map ϕ : X →m Y determined by ϕm = [(p, q)]m is called compact if q : Z → Y is a compact
map (q(Z) ⊂ Y is compact). A map ϕ : X →m X has a fixed point (we write Fix(ϕ) 6= ∅) if
there exists a point x ∈ X such that x ∈ ϕ(x). We recall that a metrizable space X has a fixed
point property (i.e. it is a Lefschetz space) if for each compact multivalued map ϕ : X →m X the
following condition is satisfied:

(Λ(ϕ∗) 6= 0)⇒ (Fix(ϕ) 6= ∅) (2.5)

provided that Λ(ϕ∗) (see (2.1)) is well defined.

Propositionn 2.18. [8, 5] Let X ∈ ANMR (in particular, X ∈ ANR). Then X has a fixed point
property.

.
Propositionn 2.19. [5] Let g : X → Y be a proper map and let ϕg : Y ( X be a multivalued
map given by the formula ϕg(y) = g−1(y) for each y ∈ Y . Then ϕg is an u.s.c. map.

.
Propositionn 2.20. [5] Let X be a compact set in a Hilbert cube Q. For any open neighborhood
U of X in Q there exists a compact space C ∈ ANR such that X ⊂ C ⊂ U .

.
Propositionn 2.21. [9] Let X be a compact and locally connected space and let f : X → Y be a
continuous map from X onto Y . Then Y is compact and locally connected.
Let (X, dX) be a metric space, A ⊂ X be a nonempty set and let ε > 0. By the symbol Oε(A) will
be denoted a following set:

Oε(A) = {y ∈ X; there exists x ∈ A such that dX(x, y) < ε}.

Denition 2.22. Let ϕ : X ( Y be a multivalued u.s.c. map and let ε > 0. A continuous mapping
f : X → Y is an ε-approximation of ϕ if and only if for each x ∈ X f(x) ∈ Oε(ϕ(Oε(x))).

Remark 2.23. In this paper we introduce an agreement. Let ϕ : X ( Y be a multivalued
u.s.c. map. We will say that ϕ has an approximate selector if for each ε > 0 there exists an
ε-approximation of ϕ.

Let Kn+1 be a closed ball in euclidean space Rn+1 with the center of 0 and radius 1 and let
Sn ⊂ Kn+1 be a sphere.

Denition 2.24. Let A ⊂ X be a compact set. We will say that A is ∞-proximally connected
subset of X if for every ε > 0 there exists δ < ε such that for every n = 0, 1, 2, ... and for every map
g : Sn → Oδ(A) there is a map g̃ : Kn+1 → Oε(A) such that g̃(x) = g(x) for every x ∈ Sn.

6
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Remark 2.25. [10, 5] Let X ⊂ Q be a compact space. Applying Theorem Hyman (see [11]) can
be shown that the space X is ∞-proximally connected if and only if it has a trivial shape.

.
Theorem 2.26. [5] Let X be a compact ANR and let ϕ : X ( Y be an u.s.c. map. Assume that
for each x ∈ X the set ϕ(x) is ∞-proximally connected. Then ϕ has an approximate selector.

We recall that a space X is of finite type if almost all the homologies of X are trivial and for each
k ≥ 0 dimHk(X) <∞..

Theorem 2.27. (see [5]) Let X be a compact space of finite type. Then there exists ε > 0 such
that for every compact space Y and for every two maps f, g : Y → X if dX(f(y), g(y)) < ε for each
y ∈ Y , then f∗ = g∗, where dX is a metric in X.

We recall that a compact space X is countably dimensional if

X =

∞⋃
n=1

Xn, where dimXn <∞ for all n. (2.6)

Let ϕ : X ( Y be a map and let A ⊂ X be a nonempty set. We denote ϕA : A→ X a map given
by the formula ϕA(x) = ϕ(x) for each x ∈ A.

Denition 2.28. Let A ⊂ X (A 6= X) be a nonempty set. Let ϕ : A ( Y be an u.s.c. map.
An u.s.c. map ϕ̃ : X ( Y will be called an elementary extension of ϕ if ϕ̃X\A : X\A → Y is a
single-valued map and ϕ̃A = ϕ.

Proposition 2.29. [12, 13] Let X be a compact space, Y ∈ ANR (Y ∈ AR) and let A ⊂ X
(A 6= X) be a nonempty, closed and countably dimensional (in particular, finitely dimensional) set.
Assume that ϕ : A ( Y is an u.s.c. multivalued map such that for each x ∈ X the set ϕ(x) is of
trivial shape. Then ϕ has an elementary extension ϕ̃ : U ( Y (ϕ̃ : X ( Y ), where U ⊂ X is some
open set such that A ⊂ U .

3 The Relative Retracts

In this section we will give few definitions and we will prove a fact, which we will use in the sections
following. The theory of relative retracts can be found in [14]. We denote by ∆ a family of compact
and nonempty sets in the Hilbert cube Q such that the following conditions are satisfied:

for each x ∈ Q {x} ∈ ∆. (3.1)

if A1, A2, ..., An, ... ∈ ∆ then

(
∞∏
n=1

An

)
∈ ∆. (3.2)

if A ∈ ∆ then h(A) ∈ ∆, where h : A→ Q is an embedding. (3.3)

Remark 3.1. The properties of (3.1), (3.2) and (3.3) have, for example, the following family of
nonempty sets: the compact sets (see [9], will be write ∆C), the compact and acyclic sets (see [1],
will be write ∆CA), the sets of trivial shape (see [6], will be write ∆TS) and the single element sets
(will be write ∆SE).
Let g : Z → X be a proper map. We will say that g is a ∆ map if

g−1(x) ∈ ∆ for each x ∈ X. (3.4)

Let < denote a set of all metrizable spaces, X ∈ < and let

M(X) = {f : Z → X; Z ∈ <}.

7
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Let us denote
D(X) = {g ∈ M(X); g is a ∆ map}. (3.5)

The examples of families of D type sets:

H(X) = {g ∈ M(X); g is a homeomorphism} = {g ∈ M(X); g is a ∆SE map},

CE(X) = {g ∈ M(X); g is a cell-like map} = {g ∈ M(X); g is a ∆TS map},
V(X) = {g ∈ M(X); g is a Vietoris map} = {g ∈ M(X); g is a ∆CA map},
P(X) = {g ∈ M(X); g is a proper map} = {g ∈ M(X); g is a ∆C map}.

We observe that the set D(X) satisfies the following conditions (see (3.1) and (3.3)):

H(X) ⊂ D(X). (3.6)

(h ∈ H(Z) and g ∈ D(Z,X))⇒ ((g ◦ h) ∈ D(X)). (3.7)

We observe also that
H(X) ⊂ CE(X) ⊂ V(X) ⊂ P(X). (3.8)

Denition 3.2. Let Z ⊂ Y and let g : Z → X be a continuous map. A space X is called a g-retract
of a space Y (i.e., it is a retract relative to the g) if there exists a continuous map r : Y → X such
that the following diagram:

Y
r−−−−−→ Xxi xIdX

Z
g−−−−−→ X

is commutative that is r ◦ i = g, where i : Z ↪→ Y is an inclusion and IdX is an identity mapping.
The space Z will be called a g-carrier of X in Y (we write Z ∈ CY (X, g)) and the map r will be
called a g-retraction.

Let Φ(X) be a nonempty subset of M(X). We will introduce some denotations. Let

Φ(Y,X) = {g : Y → X; g ∈ Φ(X)}, ΦY (X) = {g ∈ Φ(Z,X); Z ⊂ Y }.

Denition 3.3. A space X is called a DY (X)-retract of a space Y (i.e., it is a retract relative to the
set DY (X)) if there exist maps g : Z → X, g ∈ DY (X) and r : Y → X such that r is a g-retraction
(see Definition 3.2).

Denition 3.4. We say that a space X is an absolute relative retract (we write X ∈ ARR(D)) if
there exists a space Z such that for each space T and for each closed embedding h : Z → T there
exists a map g ∈ DT (X) such that h(Z) ∈ CT (X, g) (see Definition 3.2).

Denition 3.5. We say that a space X is an absolute neighborhood relative retract (we write
X ∈ ANRR(D)) if there exists a space Z such that for each space T and for each closed embedding
h : Z → T there exists an open set V ⊂ T and a map g ∈ DV (X) such that h(Z) ⊂ V and
h(Z) ∈ CV (X, g) (see Definition 3.2).

It is clear that if X is a compact space and g : Z → X is a proper map then Z is a compact space.
We need the following fact:

Proposition 3.6. Let X be a compact space.
3.6.1 (X ∈ ARR(D))⇔ (X is a DQ(X)-retract of the Hilbert cube Q),
3.6.2 (X ∈ ANRR(D))⇔ (X is a DU (X)-retract of U, where U is an open set
in the Hilbert cube Q).

8
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Proof. We show the condition 3.6.2. The proof of the condition 3.6.1 is analogical. It is obvious
that if X ∈ ANRR(D) then X in particular is a DU (X)-retract of some open set U ⊂ Q. Assume
now that there exists an open set U ⊂ Q such that X is a DU (X)-retract of U . Then we get a space
Z ⊂ U , a map g : Z → X, g ∈ DU (X) and r : U → X such that r ◦ i = g, where i : Z ↪→ U is an
inclusion. We have the following diagram:

X
g←−−−−− Z

i−−−−−→ U
r−−−−−→ X.

Let h : Z → T be a closed embedding, where T is some metrizable space and let f : h(Z) → U be
a map given by the formula f = i ◦ h−1. U ∈ ANR, so f has a continuous extension F : V → U ,
where V ⊂ T is an open set such that h(Z) ⊂ V . Let R = r ◦ F . Then we have the diagram:

X
g←−−−−− Z

h−1

←−−−−− h(Z)
j−−−−−→ V

R−−−−−→ X,

where j is an inclusion. We observe that

R ◦ j = (r ◦ F ) ◦ j = r ◦ (F ◦ j) = r ◦ (i ◦ h−1) = (r ◦ i) ◦ h−1 = g ◦ h−1.

Hence h(Z) ∈ CV (X, g ◦ h−1) (see Definition 3.5), where (g ◦ h−1) ∈ DV (X) (see (3.7)) and the
proof is complete.

In the paper [14] (see also [8]) we proved the following fact:

Proposition 3.7. Let X be a metrizable space.

3.7.1 (X ∈ AMR)⇔ (X ∈ ARR(V)),

3.7.2 (X ∈ ANMR)⇔ (X ∈ ANRR(V)).

4 The Approximative Relative Retracts

We introduce the notion of approximative relative retract and study some of their properties. In
this section, all spaces are compact. Let X be a space. By the symbol dX will be denoted a metric
in the space X.

Definition 4.1. Let ε > 0, Z ⊂ Y and let g : Z → X be a continuous map. A metrizable space
X is called an ε-(g-retract) of a space Y (i.e., it is an ε-retract relative to the g) if there exists a
continuous map r : Y → X such that

dX(r(z), g(z)) < ε for each z ∈ Z.

The space Z will be called an ε-(g-carrier) of X in the space Y (we write Z ∈ CεY (X, g)) and the
map r will be called an ε-(g-retraction).

Definition 4.2. We say that a space X is an approximative absolute relative retract (we write
X ∈ AARR(D)) if for each ε > 0 there exists a space Zε such that for each space T and for each
closed embedding h : Zε → T there exists gε : h(Zε)→ X, gε ∈ DT (X) such that h(Zε) ∈ CεT (X, gε).
Let ε > 0. The space Zε will be called an absolute ε-carrier of X and it will write Zε ∈ ACε(X,D).

Definition 4.3. We say that a space X is an approximative absolute neighborhood relative retract
(we write X ∈ AANRR(D)) if for each ε > 0 there exists a space Zε such that for each space T
and for each closed embedding h : Zε → T there exists gε : h(Zε) → X, gε ∈ DT (X) and an open
set Uε ⊂ T such that h(Zε) ⊂ Uε and h(Zε) ∈ CεUε

(X, gε). Let ε > 0. The space Zε will be called
an absolute neighborhood ε-carrier of X and it will write by Zε ∈ ANCε(X,D).

9
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We observe that (see Definition 3.4 and Definition 3.5):

(X ∈ ARR(D))⇒ (X ∈ AARR(D)),

(X ∈ ANRR(D))⇒ (X ∈ AANRR(D)),

(X ∈ AARR(D))⇔ (for each ε > 0 ACε(X,D) 6= ∅) and

(X ∈ AANRR(D))⇔ (for each ε > 0 ANCε(X,D) 6= ∅).

Let Q be a Hilbert cube.

Proposition 4.4. Let X be a metrizable space.
4.4.1 A space X ∈ AARR(D) if and only if there is a compact space Z ⊂ Q, g : Z → X, g ∈ DQ(X)
such that for each ε > 0 Z ∈ CεQ(X, g).
4.4.2 A space X ∈ AANRR(D) if and only if there is a compact space Z ⊂ Q, g : Z → X g ∈ DQ(X)
such that for each ε > 0 there exists an open set Uε ⊂ Q such that Z ⊂ Uε and Z ∈ CεUε

(X, g).

Proof. The condition 4.4.2 will be shown. The proof of the condition 4.4.1 is analogical. Let
X ∈ AANRR(D). Then for each n there exists a compact space Zn ∈ ANC1/n(X,D). We denote
by

T =

∞∏
n=1

Zn

and let πn : T → Zn be a projection. It is clear that T is a compact space. We observe that for each
n Zn ⊂ T ⊂ Q (as embedding), so there exists gn : Zn → X, gn ∈ DQ(X), an open set Vn ⊂ Q such

that Zn ⊂ Vn and Zn ∈ C1/n
Vn

(X, gn). We define a space Z given by the formula:

Z = {z ∈ T ; gn(πn(z)) = gn+1(πn+1(z)) for each n} =
⋃
x∈X

∞∏
n=1

g−1
n (x). (4.1)

The space Z is nonempty, compact and Z ⊂ T ⊂ Q. Let g : Z → X be a map given by the formula:

g(z) = g1(π1(z)) for each z ∈ Z.

We observe that g ∈ DQ(X) because for each x ∈ X g−1(x) =
∞∏
n=1

g−1
n (x) (see (3.2) and (4.1)) and

for each n
g(z) = gn(πn(z)) for each z ∈ Z. (4.2)

Let ε > 0. Then we get n, rn : Vn → X such that 1/n < ε and

dX(rn(y), gn(y)) < 1/n < ε for each y ∈ Zn. (4.3)

The map f : Z → Vn given by the formula:

f(z) = πn(z) for each z ∈ Z (4.4)

has a continuous extension Fε : Uε → Vn, where Uε ⊂ Q is an open set such that Z ⊂ Uε. We show
that Z ∈ CεUε

(X, g). Let rε : Uε → X be a map given by the formula rε = rn ◦ Fε and let z ∈ Z.
We have (see (4.2), (4.3) and (4.4))

dX(rε(z), g(z)) = dX(rn(Fε(z)), g(z)) = dX(rn(πn(z)), g1(π1(z))) =

= dX(rn(πn(z)), gn(πn(z))) < 1/n < ε.

Assume now that there is a compact space Z ⊂ Q, g : Z → X g ∈ DQ(X) such that for each ε > 0
there exists an open set Vε ⊂ Q such that Z ⊂ Vε and Z ∈ CεVε

(X, g). Let h : Z → Y be a closed

10
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embedding, ε > 0 and let fε : h(Z) → Z ⊂ Vε be a map given by the formula fε(x) = h−1(x) for
each x ∈ h(Z). There exists a continuous extension Fε : Uε → Vε of fε, where Uε ⊂ Y is an open
set such that h(Z) ⊂ Uε. We define a map rε : Uε → X by the formula:

rε = r′ε ◦ Fε (4.5)

where r′ε : Vε → X is a map such that for each z ∈ Z

dX(r′ε(z), g(z)) < ε. (4.6)

Let gε = g ◦ h−1 and let x ∈ h(Z) . We have (see (4.5) and (4.6))

dX(rε(x), gε(x)) = dX(r′ε(Fε(x)), g(h−1(x))) = dX(r′ε(h
−1(x)), g(h−1(x))) < ε

and the proof is complete.

Analogically to the Proposition 4.4, the following fact can be proven:

Proposition 4.5. Let X be a metrizable space.
4.5.1 A space X ∈ AARR(D) if and only if there is a normed space E, a compact space Z ⊂ E,
g : Z → X, g ∈ DE(X) such that for each ε > 0 Z ∈ CεE(X, g).
4.5.2 A space X ∈ AANRR(D) if and only if there is a normed space E, a compact space Z ⊂ E,
g : Z → X g ∈ DE(X) such that for each ε > 0 there exists an open set Uε ⊂ E such that Z ⊂ Uε
and Z ∈ CεUε

(X, g).

Using the Proposition 4.4 or Proposition 4.5 we introduce the following definition:

Denition 4.6. Let X be a metrizable space.
4.6.1 A space X will be called an approximative absolute neighborhood relative retract in the sense
of Noguchi (we write X ∈ AANRRN (D)) if there exist an open set U ⊂ Q (U ⊂ E), a compact
space Z ⊂ U , g : Z → X, g ∈ DQ(X) (g ∈ DE(X)) such that for each ε > 0 Z ∈ CεU (X, g), where
E is some normed space.
4.6.2 A space X will be called an approximative absolute neighborhood relative retract in the sense
of Clapp (we write X ∈ AANRRC(D)) if there exist a compact space Z ⊂ Q (Z ⊂ E), g : Z → X,
g ∈ DQ(X) (g ∈ DE(X)) such that for each ε > 0 there exists an open set Uε ⊂ Q (Uε ⊂ E) such
that Z ⊂ Uε and Z ∈ CεUε

(X, g), where E is some normed space.

Definition 4.6 refers only to the spaces of AANRR(D) type because from Proposition 4.4 (the
condition 4.4.1) it results that:

AARRC(D) = AARRN (D). (4.7)

By AANRN we denote the class of the approximative absolute neighborhood in the sense of Noguchi
and by AANRC - the class of the approximative absolute neighborhood in the sense of Clapp. We
observe that:

X ∈ AARR(H)⇔ X ∈ AAR,

X ∈ AANRRN (H)⇔ X ∈ AANRN ,

X ∈ AANRRC(H)⇔ X ∈ AANRC .

It is clear that ifX ∈ AANRRN (D) thenX ∈ AANRRC(D). Later, it will be shown that the inverse
implication is not true. We recall that if g : Z → X is a Vietoris map then g∗ : H∗(Z)→ H∗(X) is
an isomorphism (see [5]).

Proposition 4.7. (see [3]) Let X ∈ AANRRN (V). Then X is of finite type.

11



Ślosarski; BJMCS, 13(3), 1-19, 2016; Article no.BJMCS.22694

Proof. From Definition 4.6 (the condition 4.6.1) there exist a normed space E, a compact space
Z ⊂ E, a map g : Z → X, g ∈ VE(X), an open set U ⊂ E such that Z ⊂ U and for each ε > 0
Z ∈ CεU (X, g). Let for each ε > 0 rε : U → X be an ε-(g-retraction). Let for each n

Yn = {y ∈ Q : there exists x ∈ X such that dQ(x, y) ≤ 1/n},

where dQ is a metric in Q. We observe that for each n Yn is compact and

X =

∞⋂
n=1

Yn.

From the continuity of C̆ech homologies it results that a natural homomorphism

j∗ : H∗(X)→ lim
←
H∗(Yn)

given by the formula

j∗(a) = (j1∗(a), ..., jn∗(a), ...) for each a ∈ H∗(X) (4.8)

is an isomorphism, where for each n jn∗ is a homomorphism induced by the inclusion jn : X ↪→ Yn.
Let εn = 1/2n. We observe that for each z ∈ Z and for each n the segment g(z), rεn(z) lies in Yn.
This implies that for each n there exists a homotopy hn : Z × [0, 1]→ Yn such that

hn(·, 0) = jn ◦ rεn ◦ i, hn(·, 1) = jn ◦ g,

where i : Z ↪→ U is an inclusion. Let i∗(a) = 0 for some a ∈ H∗(Z). Then for each n

jn∗(g∗(a)) = (jn∗ ◦ g∗)(a) = (jn∗ ◦ rεn∗ ◦ i∗)(a) = (jn∗ ◦ rεn∗)(i∗(a)) = 0.

Hence g∗(a) = 0 (see (4.8)) and from the assumption a = 0, so the map i∗ is a monomorphism.
From Proposition 2.17 Z is of finite type. The map g∗ is an isomorphism, so X is of finite type
and the proof is complete.

Similarly as in Proposition 4.7, the following fact can be proven (see (4.7)):

Proposition 4.8. Let X ∈ AARR(V). Then X is an acyclic space.

Proof. Using the Proposition 4.5 (the condition 4.5.1), it is sufficient to adopt U = E in the proof
of the Proposition 4.7 . Then the inclusion i : Z ↪→ E induces a monomorphism and, hence, Z
is acyclic. The map g∗ : H∗(Z) → H∗(X) is an isomorphism, so X is acyclic and the proof is
complete.

The following fact will be necessary for the construction of an example.

Proposition 4.9. Let X be a metrizable space and let g : Z → X be a map such that g ∈ DQ(X).
Assume that for any n and for each ε > 0 there exist compact spaces Zn ⊂ Z, Xn ⊂ X and open
neighborhoods Uεn of Zn in Q such that

Zn ∈ CεUε
n

(Xn, gn) (Zn ∈ CεQ(Xn, gn)),

where gn ∈ DQ(Xn), gn : Zn → Xn. If for any n there exists a continuous map fn : Z → Zn such
that dX(gn(fn(z)), g(z)) < 1/n then X ∈ AANRR(D) (X ∈ AARR(D)).

12
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Proof. Let ε > 0. For each n there exists an open set U
ε/2
n ⊃ Zn in Q, a map r

ε/2
n : U

ε/2
n → Xn

such that for each z ∈ Zn
dX(rε/2n (z), gn(z)) < ε/2.

Let n be such that 1/n < ε/2 and let F
ε/2
n : V

ε/2
n → U

ε/2
n be an extension of fn : Z → Zn ⊂ U

ε/2
n ,

where V
ε/2
n is an open set in Q such that Z ⊂ V

ε/2
n . We define a set Vε = V

ε/2
n and a map

Rε : Vε → X by the formula
Rε = rε/2n ◦ F ε/2n .

Let z ∈ Z, then we have

dX(Rε(z), g(z)) < dX(rε/2n (fn(z)), gn(fn(z))) + dX(gn(fn(z)), g(z)) < ε/2 + ε/2 = ε

and hence X ∈ AANRR(D). The proof of the second part of the proposition is analogical.

Example 4.10. (see [4]) Let

l2 =

{
{xn} ⊂ R :

∞∑
n=1

x2n <∞

}
,

where R is the real numbers set. Let

An =

{
(x1, x2, ..., xn+1, 0..., 0, ...) ∈ l2 :

(
x1 −

1

2n

)2

+ x22 + ...+ x2n+1 =
1

4n2

}

for each n ≥ 1. Let a0 = (0, 0, ..., 0, ...). It is clear that a0 ∈
∞⋂
n=1

An. We define the sets

A =

∞⋃
n=1

An, Cn =

n⋃
m=1

Am.

We observe that the set A is compact and

Hn(B) =

{
Q for B = A,

{0} for B = (A\An) ∪ {a0}

for each n ≥ 1. Hence the set A is not of finite type. Let Y ⊂ Q be a compact and non-movable
space such that there exists a cell-like map p : Q → Y (for each y ∈ Y the set p−1(y) has a
trivial shape, see [15]). We will use Proposition 4.9. Let X = A × Y , Z = A × Q and let for
each n Zn = Cn × Q, Xn = Cn × Y , gn : Zn → Xn given by the formula gn = IdCn × p, where
IdCn : Cn → Cn is an identity map. We observe that for any n the space Cn ∈ ANR. For any n
there exists an open set Un ⊂ Q such that Cn ⊂ Un and rn : Un → Cn is a retraction. Let for any
n Rn : Un ×Q→ Cn × Y given by the formula

Rn(x, y) = (rn(x), p(y))

for each (x, y) ∈ Un × Q be a gn-retraction (see Definition 3.2). Then for each ε > 0 and for any
n Zn ∈ CεUn

(Xn, gn). Let g : Z → X be a map given by the formula g = IdA × p. For each n we
define a map fn : Z → Zn by the formula:

fn(a, y) =

{
(a, y) for a ∈ Cn,

(a0, y) for a /∈ Cn.

Hence and from Proposition 4.9 we get that X ∈ AANRRC(V) (X ∈ AANRRC(CE), because g is
a cell-like map). From Proposition 4.7 X /∈ AANRRN (V). From Proposition 2.10 the space X is
non-movable, so X /∈ AANR (see Remark 2.9).

13



Ślosarski; BJMCS, 13(3), 1-19, 2016; Article no.BJMCS.22694

Example 4.11. We define a set S ⊂ R2 by the formula:

S =

(
∞⋃
n=1

{1/n} × [0, 1]

)
∪ ({0} × [0, 1]) ∪ ([0, 1]× {0})

and let T = bd([−1, 0]× [0, 1]) be the boundary of a square. We define the set

X = P × Y,

where the space Y is the same as in the Example 4.10 and P = S ∪ T . We know (see [5, 9]) that X
is compact and is not locally connected. The space X is non-movable (see Proposition 2.10). Hence
and from Remark 2.9 X /∈ AANR (in the sense of Clapp). We show that X /∈ ANRR(V) (see
Definition 3.5). Assume the contrary that X ∈ ANRR(V). Then there exist a map g ∈ VQ(X),
g : Z → X, an open set U ⊂ Q, a map r : U → X such that Z ⊂ U and r ◦ i = g, where i : Z ↪→ U
is an inclusion (see Proposition 3.6). From Proposition 2.20 there exists a compact space C ∈ ANR
such that X ⊂ C ⊂ U . Let rC : C → X be a map given by the formula rC(x) = r(x) for each
x ∈ C. The map rC is a surjection (g is a surjection), so by Proposition 2.21 the space X must be
locally connected, but it is impossible. We show that X ∈ AANRRN (V) (X ∈ AANRRN (CE)).
We know that P ∈ AANR (in the sense of Noguchi, see [2]). There exists an open set U ⊂ Q such
that P ⊂ U and for each ε > 0 there exists ε-retraction rε : U → P . The map Rε : U ×Q→ P × Y
given by the formula

Rε(x, y) = (rε(x), p(y))

is an ε-(g-retraction), where g : P × Q → P × Y is a cell-like map given by the formula g(x, y) =
(x, p(y)) for each (x, y) ∈ P ×Q and p is the same as in the Example 4.10.
From the last two examples (see Example 4.10 and Example 4.11), as well as from Proposition 4.4
(see Definition 4.6) it results that

ANRR(D)
⊂−−−−−→ AANRRN (D)

⊂−−−−−→ AANRRC(D)

∪
x ∪

x ∪
x

ANR
⊂−−−−−→ AANRN

⊂−−−−−→ AANRC ,

ARR(D)
⊂−−−−−→ AARRN (D)

=−−−−−→ AARRC(D)

∪
x ∪

x ∪
x

AR
⊂−−−−−→ AARN

=−−−−−→ AARC
and none of the inclusions can be reversed. Finally it will be proven that the old definition of the
approximative absolute multi-retract (Definition 2.14 and Definition 2.15, see [1]) overlaps with the
definition of the approximative absolute relative retract (Definition 4.2, Definition 4.3, Proposition
4.4 and Proposition 3.7).

Proposition 4.12. Let X be a metrizable space.
4.12.1 X ∈ AAMR⇔ X ∈ AARR(V),
4.12.2 X ∈ AANMR⇔ X ∈ AANRR(V).

Proof. The condition 4.12.2 will be shown. The proof of the condition 4.12.1 is analogical. Let
X ∈ AANMR. Then for any ε > 0 there exists a normed space Eε and an open set Uε ⊂ Eε, a
map rε : Uε → X and a multifunction ϕε : X →m Uε such that for any x ∈ X

rε(ϕε(x)) ⊂ B(x, ε),

where ϕε is determined by (ϕε)m = [(pε, qε)]m and

X
pε←−−−−− Zε

qε−−−−−→ Uε.

14
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From Lemma 5.3 (see below) for each ε > 0 and for each z ∈ Zε we get

dX(rε(qε(z)), pε(z)) < ε.

Let ε > 0. Let hε : Zε → T be an embedding and let Fε : Vε → Uε be an extension of qε ◦ h−1
ε ,

where Vε is an open set in T such that hε(Zε) ⊂ Vε. We have

X
pε←−−−−− Zε

h−1
ε←−−−−− hε(Zε)

iε−−−−−→ Vε
Fε−−−−−→ Uε

rε−−−−−→ X,

where iε is an inclusion. Assume that r′ε = rε ◦ Fε, p′ε = pε ◦ h−1
ε and Z′ε = hε(Zε). Let z ∈ Z′ε.

Then we have

dX(r′ε(z), p
′
ε(z)) = dX(rε(Fε(z)), pε(h

−1
ε (z))) = dX(rε(qε(h

−1
ε (z))), pε(h

−1
ε (z))) < ε.

It is clear that p′ε ∈ VT (X). Hence X ∈ AANRR(V). Assume now that X ∈ AANRR(V). Then
from Proposition 4.5 (the condition 4.5.2) there is a normed space E, compact space Z ⊂ E,
g : Z → X g ∈ VE(X) such that for each ε > 0 there exists an open set Uε ⊂ E such that
Z ⊂ Uε and Z ∈ CεUε

(X, g). For each ε > 0 there exists a continuous map rε : Uε → X such that
dX(rε(z), g(z)) < ε, where

X
g←−−−−− Z

iε−−−−−→ Uε
rε−−−−−→ X.

Let qε = iε, pε = g and let ϕε be determined by (ϕε)m = [(pε, qε)]m. Then from Lemma 5.3 (see
below) the proof is complete.

5 The Applications

In this section some of the applications of approximative relative retracts will be given. Let us
assume that all spaces are compact. With the use of methods known in mathematical literature,
it will be proven that under some assumption approximative relative retracts have a fixed point
property (see (2.5)).

Proposition 5.1. Let X ∈ AANRRC(V). If X is of finite type then X has a fixed point property.

Proof. From the assumption there exists a compact space Z ⊂ Q, a Vietoris map p : Z → X such
that for each ε > 0 there exists an open set Uε ⊂ Q such that Z ⊂ Uε and rε : Uε → X is a ε-(p-
retraction) (see Proposition 4.4). Let ψ : X →m X be a multifunction determined by ψm = [(p′, q)]m
and let for each ε > 0 ϕε : X →m Uε be a multifunction determined by (ϕε)m = [(p, iε)]m, where
iε : Z ↪→ Uε is an inclusion. We observe that for each ε > 0 ϕε(X) ⊂ Z. We have the following
diagrams:

H∗(X) -(ϕε)∗
H∗(Uε)

6
(Γε)∗

H∗(Uε),
Z

Z
Z

Z}
(χε)∗

-H∗(X)

6
ψ∗

(ϕε)∗

15



Ślosarski; BJMCS, 13(3), 1-19, 2016; Article no.BJMCS.22694

where χε = ψ ◦ rε and Γε = ϕε ◦ χε. From Theorem 2.27 there exists an ε1 > 0 such that for each
ε ∈ (0, ε1] the diagram is commutative. Indeed, we have

(χε)∗ ◦ (ϕε)∗ = (ψ ◦ rε)∗ ◦ (ϕε)∗ = (ψ ◦ rε)∗ ◦ (iε ◦ p−1)∗ = ψ∗ ◦ ((rε)∗ ◦ (iε)∗) ◦ p−1
∗ =

= ψ∗ ◦ (rε ◦ iε)∗ ◦ p−1
∗ = ψ∗ ◦ (p∗ ◦ p−1

∗ ) = ψ∗,

because (rε ◦ iε)∗ = p∗ and it is clear that (Γε)∗ = (ϕε)∗ ◦ (χε)∗. Hence and from Proposition
2.1 Λ(ψ∗) is well defined (for each ε > 0 Uε ∈ ANR and Γε is a compact multifunction) and
Λ(ψ∗) = Λ((Γε)∗). Assume now that Λ(ψ∗) 6= 0. Then for each ε ∈ (0, ε1] Λ((Γε)∗) 6= 0 and there
exists a fixed point yε ∈ Γε(yε) ⊂ Z (see Proposition 2.18). Hence

p(yε) ∈ p(Γε(yε)) = p(ϕε(ψ(rε(yε)))) = ψ(rε(yε)).

For each ε ∈ (0, ε1] dX(p(yε), rε(yε)) < ε, so ψ has an ε-fixed point. The space X is compact and
ψ is an u.s.c, so ψ has a fixed point and the proof is complete.

Now a few facts, necessary to formulate a very important examples, will be proven. Let X be a
metrizable space, x ∈ X and v > 0. By the symbol B(x, v) will be denoted an open ball in X with
the center of x and radius v.

Proposition 5.2. Let X be a metrizable space. Assume that for each ε > 0 there exist an open
set Uε ⊂ Q, an u.s.c map ϕε : X ( Uε and a continuous map rε : Uε → X such that the following
conditions are satisfied:

5.2.1 for each x ∈ X rε(ϕε(x)) ⊂ B(x, ε),

5.2.2 ϕε has an approximate selector. Then X ∈ AANR. If for each ε > 0 Uε = Q then X ∈ AAR.

Proof. Let ε > 0. Then for ε/3 there exist ϕε/3 : X ( Uε/3, rε/3 : Uε/3 → X such that

rε/3(ϕε/3(x)) ⊂ B(x, ε/3) for each x ∈ X. (5.1)

Let V ⊂ Q be an open set such that ϕε/3(X) ⊂ V and V ⊂ Uε/3. The map rε/3 is uniformly
continuous on a compact set V . Hence there exists δ > 0 such that for each y, z ∈ V we have:

(dQ(y, z) < δ)⇒ (dX(rε/3(y), rε/3(z)) < ε/3), (5.2)

where dX is a metric in X and dQ is a metric in Q. We can assume that δ < ε/3 and Oδ(ϕε/3(X)) ⊂
V . From 5.2.2 and Definition 2.22, we get the continuous map f : X → Uε/3 such that for each
x ∈ X

f(x) ∈ Oδ(ϕε/3(Oδ(x))).

Let x ∈ X. Then there exist s ∈ Oδ(x) and z ∈ ϕε/3(s) such that

dQ(f(x), z) < δ < ε/3. (5.3)

From (5.1), (5.2) and (5.3) we have

dX(rε/3(f(x)), x) ≤ dX(rε/3(f(x)), rε/3(z)) + dX(rε/3(z), s) + dX(s, x) < ε.

Let Fε/3 : Vε/3 → Uε/3 be a continuous extension of f , where Vε/3 ⊂ Q is an open set such that
X ⊂ Vε/3. Let V ′ε = Vε/3 and let sε : V ′ε → X be a map given by the formula

sε = rε/3 ◦ Fε/3.

Then the map sε is an ε-retraction. The proof of the second part of the proposition is now obvious.
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Lemma 5.3. Let ε > 0. Let ϕ : X ( Y be a map given by the formula ϕ(x) = f(g−1(x)) for each
x ∈ X and let r : Y → X be a map, where g ∈ D(X) and

X
g←−−−−− Z

f−−−−−→ Y
r−−−−−→ X.

(r(ϕ(x)) ⊂ B(x, ε) for each x ∈ X)⇔ (dX(r(f(z)), g(z)) < ε for each z ∈ Z).

Proof. Assume that r(ϕ(x)) ⊂ B(x, ε) for each x ∈ X. Let z ∈ Z. Then there exists x ∈ X such
that z ∈ g−1(x). Hence r(f(z)) ∈ B(x, ε) and we have:

dX(r(f(z)), g(z)) = dX(r(f(z)), x) < ε.

Assume now that dX(r(f(z)), g(z)) < ε for each z ∈ Z. Let x ∈ X and let z ∈ g−1(x). Then we
get:

dX(r(f(z)), x) = dX(r(f(z)), g(z)) < ε.

Hence r(ϕ(x)) ⊂ B(x, ε) and the proof is complete.

From Proposition 5.2 and Lemma 5.3 we get the following fact:

Proposition 5.4. Let X ∈ AANRR(D) (X ∈ AARR(D)). Let g : Z → X be a map such that
g ∈ DQ(X) and for any ε > 0 there exists an open set Uε ⊂ Q such that Z ⊂ Uε and Z ∈ CεUε

(X, g)
(Z ∈ CεQ(X, g)) (see Proposition 4.4). Let iε : Z ↪→ Uε be an inclusion. If for each ε > 0 the
multifunction ϕε : X →m Uε (ϕε : X →m Q) determined by (ϕε)m = [(g, iε)]m has an approximate
selector then X ∈ AANR (X ∈ AAR).

Approximative relative retracts can be used for characterization of approximative retracts in the
countably dimensional and compact spaces.

Proposition 5.5. Let X ∈ AANRR(CE) (X ∈ AARR(CE)). Assume that X is countably
dimensional (in particular, finitely dimensional). Then X ∈ AANR (X ∈ AAR).

Proof. Let X ∈ AANRR(CE). Then there exists a compact space Z ⊂ Q, g ∈ CEQ(X), g : Z → X
such that for each ε > 0 there exists an open set Uε ⊂ Q such that Z ⊂ Uε and Z ∈ CεUε

(X, g). We
take a positive number ε. Let iε : Z ↪→ Uε be an inclusion and let ϕε : X →m Uε be a multifunction
determined by (ϕε)m = [(g, iε)]m. From Proposition 2.29 there exists an elementary extension
ϕ̃ε : V →m Uε of ϕε, where V ⊂ Q is an open set such that X ⊂ V . There exists a compact
C ∈ ANR such that X ⊂ C ⊂ V (see Proposition 2.20). By Theorem 2.26 (see Remark 2.25) the

map (̃ϕε)C : C →m Uε has an approximate selector. Hence ϕε has an approximate selector and by
Proposition 5.4 X ∈ AANR. The proof of the second part of the proposition is analogical.

It is clear that AANRN ⊂ AANRRN (CE) and AANRC ⊂ AANRRC(CE). These inclusions
cannot be reversed (see Examples 4.10 and 4.11). With the use of Proposition 5.4, the aforementioned
examples will be presented. We observe that the assumption X ∈ ANR in Theorem 2.26 is
necessary.

Example 5.6. Let X be a compact and non-movable space. From Remark 2.9 it result that
X /∈ ANR. It can be shown that X ∈ ARR(V) (see [8, 14]). Let p : Q → X be a map such that
for each x ∈ X p−1(x) has a trivial shape (see [15]). We define a multifunction ϕ : X →m Q by
the formula ϕ(x) = p−1(x) for each x ∈ X. The map ϕ is determined by ϕm = [(p, IdQ)]m and
for each x ∈ X the set ϕ(x) is of trivial shape (it is ∞-proximally connected, see Remark 2.25).
We will show that ϕ does not have an approximate selector. Assume the contrary that there exists
an approximate selector of ϕ. By adopting in the Proposition 5.4 for each ε > 0 ϕε = ϕ, Uε = Q
and rε = p (see Proposition 5.2) we get that X ∈ AAR, but it is a contradiction, because X is a
non-movable space (see Remark 2.9).
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The construction of Example 5.6 is possible due to some properties of approximative relative
retracts. The next example, in turn, illustrates the application of approximative relative retracts
to the theory of the extension of multivalued mappings.

Example 5.7. Let ϕ : X →m Q be a multifunction such as in Example 5.6. Assume that there
exists an open set V ⊂ Q such that X ⊂ V and there exists an extension ϕ̃ : V →m Q such that
for each x ∈ V the set ϕ̃(x) is of trivial shape (it is ∞-proximally connected, see Remark 2.25).
Then from Proposition 2.20 there exists a compact space C ∈ ANR such that X ⊂ C ⊂ V . By
Theorem 2.26 the map ϕ̃C : C →m Q given by the formula ϕ̃C(x) = ϕ̃(x) for each x ∈ C has an
approximate selector. Hence ϕ has an approximate selector, but as we know (see Example 5.6), it
is impossible. This means that ϕ cannot be extended to any open set V ⊂ Q such that X ⊂ V
although the Q ∈ AR.

6 Conclusions

From Example 5.6 two conclusions can be drawn. Firstly, the assumption in Theorem 2.26 that
X ∈ ANR is essential and cannot be omitted. The mapping ϕ : X →m Q in Example 5.6 does not
satisfy one assumption of Theorem 2.26, i.e. X /∈ ANR (X ∈ ARR(V), see [8, 14]) and does not have
an approximate selector. Secondly, Example 5.7 contains a response to Suszycki’s question from
[16] (p. 187). The mapping ϕ : X ( Q does not have an extension to a mapping of the same images
onto any open neigborhood of space X. To conclude, in the article three levels of approximative
retracts can be distinguished. The first level consists of approximative retracts of AANRR(H) type
that are approximative retracts of AANR type. The second level is an essentially wider class of
approximative retracts of AANRR(V) type that shows similar properties to the AANR class and
encompassing the class of earlier defined AANMR. The third level, in turn, is a very generalized
level of approximative retracts of AANRR(D) type is founded on the D type set. At this level
the fact that allowed for the division of the approximative relative retracts into two essentially
different classes was proven. Moreover, it was proven that the classes AANRRN (D), AANRRC(D)
are essentially wider than the classes, respectively, AANRN , AANRC .
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