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Abstract

We model and simulate piping erosion phenomena with deposition in a spatially heterogeneous
soil mass motivated by seepage flow. The soil is considered to be a porous media with
periodic positioning of pores spread around cylindrical structures or microstructures making the
heterogeneities periodic in space.The period of the heterogeneities defines a microscopic length
scale ϵ of the microscopic problem and this allows the use of periodic homogenization methods.
We studied the asymptotic behaviour of the solutions to the micro problem as ϵ → 0 and
obtained a homogenized model or macro problem with explicit formula for effective coefficients.
Numerical simulations of the proposed model captures the expected behaviour of soil particle
concentration and deposition as observed in piping flow erosion phenomena.
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1 Introduction

In many parts of the world where heavy rainfall is frequently experienced, erosion on yearly basis
destroys infrastructure in both urban areas and villages normally threatening important cultural
and historical resources as well. For example a community in Ghana which had a 5km shoreline was
reduced to 40m by 2016 due to erosion [1, 2]. Severe erosion accompanied by gulley formation is
widespread and therefore a pressing subject in many parts of the world where there are consistent
heavy rainfall. While erosion is mainly a natural process, activities of humans have heightened
their impact [3].The Food and Agriculture Organization led Global Soil Partnership reports that 75
billion tonnes of soil are eroded every year from arable lands worldwide. Severe erosion accompanied
by gulley formation is widespread throughout Ghana [4, 5].

Both internal soil erosion and even soil surface run-offs are major cause of failures in hydraulic
structures such as dikes or dams. One of the major cause of flooding is the absence or breakdown
of existing Flood defence systems normally constructed using dams, dikes, storm rise barriers and
dunes. These defence systems do not always hold or fail resulting in catastrophic outcomes. Typical
example includes the 2005 flooding in United States of America[6], Pakistan in 2010, Thailand and
Japan in 2011, Accra-Ghana in 2015 [7]. These hydraulic facility failures are mainly due to piping
thus soil particles are washed from the subsoil by a ground water flow instigated by seepages [8, 9].
Although piping is a known cause of hydraulic failures, a lot of attention for their design has been
given to height and slope stability with a wealth of research on surface erosion [10, 11, 12]. Our
minds mostly reflects on surface erosion any time erosion comes into play, internal erosion however is
most deadly as one might not know the process has initiated until breach sets in [13]. Piping erosion
is an internal mechanism. According to [14], for piping flow erosion to occur, four conditions must
exist. First, a sufficient hydraulic head is required as the driving force for the process. Secondly,
there must be an erodible material within flow path which must be carried by the seepage flow.
for the eroded materials to escape there must be an unprotected exit and lastly, the material being
piped must be able to form a roof for the pipe.[15] reported that forty-Six (46) percent of dam
failures are caused by piping. Also [16] studied Seventy-Four (74) Basins in Britain and found that
Thirty (30) percent were receptive to piping.

In spite of the availability of a number of models [17] for dealing with aspects of erosion only few
mathematical models are available to ideally describe the main mechanisms associated with internal
erosion process due to the complexity of piping [18]. In 2010, experimental results obtained in [19]
established the effect of spatial variability on erosion rate estimation and implied the influence of
spatial heterogeneities of soil properties. Deposition effect on the flow phenomena has also been
reported by [20] where the soil-fluid interface velocity was expressed as a function of mass flux which
affects the erosion process. However the existing mathematical models [21, 18, 22] developed for
internal erosion under axial and radial flow conditions, the erosion process is assumed to involve
a smooth transformation from solid-like to fluid-like conduct. In [8] and subsequently in [23] the
respective authors used two-phase flow equations with a sharp fluid-soil interface to model flow and
erosion in soil pipe. The model developed remains the closest model for internal erosion under axial
and radial flow conditions where erosion process was not assumed to involve a smooth transformation
from solid-like to fluid-like conduct. Nonetheless, Sedimentation and deposition processes were still
neglected. The soil structure was also assumed saturated and homogeneous so influences of spatial
heterogeneities of soil properties were also ignored.

Modeling of the piping phenomenon is essential in order to understand the mechanisms involved.
The problem is complex because erosion involves the interaction of a fluid usually water with the
ground (soil). The soil and action of water on the ground can be seen in various ways. It is
clear that, the basic models have been done but a more general approach is essential to deeply
understand the piping mechanism. With mathematical homogenization as a tool and using specific
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properties of periodic functions in combination with regularity of the weak solutions to the PDE
models obtained, we propose in this paper a model for simulating the piping flow phenomena in
a spatially heterogeneous soil. We consider the spatial variability of the properties of the porous
medium and in addition incorporate the pore space dynamics due to deposition of fines in the flow
paths.

1.1 An overview of the homogenization process

Homogenization is an approach that studies the macro behaviour of a medium by its micro properties
thus the method seeks to replace a heterogeneous material by an equivalent homogeneous one. The
heterogeneous medium is described as a medium with local parameters that can be described by
functions rapidly varying with respect to space variables and time. Hence it can be modelled with
partial differential equations which have oscillating coefficients. Under periodicity assumptions the
system of partial differential equations (PDE) representing the physical phenomena usually takes
the form

Aϵuϵ = B in Ω (1.1)

where Aϵ is a partial differential operator with periodic coefficients, B is a source term, uϵ is a
solution to the system, Ω the spatial domain and ϵ a scaled parameter. We aim to replace (1.1)
with a continuum model in an equivalent macroscopic medium

Āu = B in Ω (1.2)

with Ā being a homogenized operator and u a homogenized limit of uϵ which can be achieved using
an asymptotic expansion in terms of ϵ and averaging with respect to y [24, 25]. This approach by
asymptotic expansion can be justified mathematically by rigorous use of periodic homogenization
[26, 27]. An important proven statement on homogenization is given in Theorems 1.1 and 1.2.

Theorem 1.1. Let uϵ(t, x, y) be a bounded sequence in L2(F ;L2(Ω)) (Ω an open set in RN, F =
(0, t) for t ∈ (0,∞)). There exist a subsequence, still denoted by uϵ, and a function u0(t, x, y) ∈
L2(F ;L2(Ω× Y ))(Y = (0, 1)N a unit cube) such that

lim
ϵ→0

∫
F

∫
Ω

uϵρ(t, x, x
ϵ
)dxdt = 1

|Y |

∫
F

∫
Ω

∫
Y

u0(t, x, y)ρ(t, x, y)dydxdt

for all ρ ∈ C∞
0 (F × Ω, C∞(Y )). Such a sequence uϵ is said to two-scale converge to u0(t, x, y).

Theorem 1.2. Let uϵ be a sequence that two-scale converges to u0(t, x, y). Then, uϵ weakly
converges in L2(F × Ω) to u(t, x) =

∫
Y

u0(t, x, y)dy, and we have

lim
ϵ→0

||uϵ||L2(F×Ω) ≥ ||u0||L2(F×Ω×Y ) ≥ ||u||L2(F×Ω)

Furthermore if equality is achieved
lim
ϵ→0

||uϵ||L2(F×Ω) = ||u0||L2(F×Ω×Y )

and if u0(t, x, y) is smooth, then we have
lim
ϵ→0

||uϵ − u0||L2(F×Ω×Y ) = 0

2 Formulation of the Microscopic problem

We consider a bounded soil structure Λ in R2 of coordinates x = (x1, x2) through which a water/soil
particles mixture of volume Λf flows through a soil matrix Λs, we define a fluid/soil interface ∂Λs

(purely geometrical with no thickness). We call the spatial variable x , a macroscale (global)
variable. The size of the soil domain is considered to be a heterogeneous porous medium with
periodic positioning of pores spread around cylindrical structures.The flow considered is two phase
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(water and soil), thus the water erode the soil and entrain the eroded soil thereby creating a tunnel
beneath the hydraulic structure. Pore spaces are classified into clogged and non-clogged conduit
hence in the process surface deposits and clog deposits occur resulting in a change in pore structure.
As soil particles build up in the clogged conduit flow is diverted to the remaining bare fluid pathway.

2.1 Choice of the micro structure: Basic geometry

We take in the space R2 a unit cell Y with a microscale (local) variable y = (y1, y2) , define a

characteristic length scale ϵ =
l

L
with yi =

xi
ϵ

for i ∈ {1, 2} where l and L denote the characteristic

length of the unit cell Y and the soil domain Λ. The reference unit cell Y has two pairwise disjoint
connected domains Y s and Y f with smooth fluid/soil boundary ∂Y s. Next we create a repeating
arrangement of copies ϵY occupying the entire region Λ as shown in Fig. 1.

For Y ⊂ R2 we define a shifted subset

Yk = Y +
∑2

i=1 kiei for k = (k1, k2) ∈ R2, e = (e1, e2) unit vectors in R2. The pore matrix
(skeleton)

Λϵ
s =

∪
k∈R2

{ϵY s
k : Y s

k ⊂ Λ}

The fluid part of the domain Λϵ
f = Λ\Λϵ

s with Λϵ
f ∪ Λϵ

s = Λϵ ⊂ Λ. The total geometrical surface of
the skeleton

∂Λϵ
s =

∪
k∈R2

{ϵ∂Y s
k : ∂Y s

k ⊂ Λ}

Y �

Y s

@Y s

l

�

Y

�y�
1

�y�
2

x1

x2

Fig. 1. (a) Left: Reference unit cell Y . (b) Right: Micro-scale geometry of the soil
domain Λϵ

2.2 Proposed Microscopic model

We define in the parameterized domain Λϵ flow velocity uϵ(t,x,y), concentration of soil particles
in fluid-solid mixture Cϵ

s(t,x,y), concentration of deposited soil particles Sϵ
d(t,x,y), flow pressure

pϵ(t,x,y), diffusion coefficient D(t,y), molecular viscosity µ(t,y), a unit normal to the geometrical
interface n, Euler number Eu(t, y), velocity at the geometrical interface u∂Λs , attachment efficiency
for non-clogging and clogging conduit respectively βnc and βcl, average overall mass transfer coefficient
Ψ, fraction of non-clogging conduit f ϵ

nc(t.x, y). Combining fundamental theories of mass transfer
in porous media, hydrodynamics and assuming there is no colloidal interaction energy and that
diffusion and advection are of same order of magnitude we obtain the following governing equations
with boundary conditions for t ∈ (0,∞) in an Eulerian framework after the nondimensionalization
with the dimensionless quantities specified in Table 1.
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Table 1. Table of dimensionless quantities: ter, uc, D0, C0, pc, lc being reference
(characteristic) quantities

Variables SI units Dimensionless form

time s t =
t

ter
velocity ms−1 u =

u

uc

Molecular Viscosity kgs−1m−1 µ =
µ

ρfuclc

Solid Concentration kgm−3 Cs =
Cs

C0

Solid Deposited kgm−3 Sd =
Sd

C0

Pressure kgm−1s−2 p =
p

pc

Diffusion Coefficient m2/s D =
D

D0

Mass Balance equation for the mixture:

∇.uϵ = 0 in Λϵ (2.1)

[ρ(uϵ∂Λs − uϵ).n] = 0 on ∂Λϵ
s (2.2)

Conservation of Mass of soil particles concentration with deposition (mixture):

∂

∂t
(Cϵ

s + Sϵ
d) +∇.(uϵCϵ

s) = ∇.(D(t, y)∇Cϵ
s) in Λϵ

f (2.3)

[Cϵ
s(u

ϵ∂Λs − uϵ) +D(t, y)∇Cϵ
s].n = 0 on ∂Λϵ

s (2.4)

Equation of motion of Mixture:

∂

∂t
(uϵ) + (uϵ.∇)uϵ = −Eu(t, y)∇pϵ +∇.(2µ(t, y)∇uϵ) in Λϵ

f (2.5)

[uϵ(uϵ∂Λs − uϵ)− Eu(t, y)p
ϵ + 2µ(t, y)∇uϵ].n = 0 on ∂Λϵ

s (2.6)

Rate of deposition of soil particles:

∂Sϵ
d

∂t
= (βncf

ϵ
nc + βcl(1− f ϵ

nc))ΨCϵ
s in Λϵ

f (2.7)

Rate of decrease in the fraction of non-clogging conduit:

∂f ϵ
nc

∂t
+ βncΨf ϵ

ncC
ϵ
s = 0 in Λϵ

s (2.8)

3 Formal Homogenization of the Microscopic Problem

The aim is to obtain a macroscopic model using asymptotic analysis of the characteristic length scale
ϵ of the micro structure. We seek to replace the rapidly varying coefficients of the microstructure
with an effective homogenized coefficients by averaging out the periodicity through homogenization.

Define a Hilbert Space Q(Y ) = {m ∈ H1(Y ) : m is Y − periodic;
1

|Y |
∫
Y
mdy = 0 } for Y-periodic

functions and assume D, µ ∈ L∞(Λϵ) and are symmetric positive definite. Also for a Y-periodic

For any quantity a, aϵ is the parameterized form of a, also [a] = aflow − asoil
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vector field (fi(y)) we have
∫
Y

∂fi
∂yi

dy =
∫
∂Y

finids = 0. We employ the homogenization ansatz

thus our solution at the microscopic level can be expressed as a series of smooth functions and the
characteristic length scale ϵ.

uϵ(t, x) = u0(t, x, y) + ϵu1(t, x, y) + ϵ2u2(t, x, y) +O(ϵ3) (3.1)

Cϵ
s(t, x) = Cs0(t, x, y) + ϵCs1(t, x, y) + ϵ2Cs2(t, x, y) +O(ϵ3) (3.2)

Sϵ
d(t, x) = Sd0(t, x, y) + ϵSd1(t, x, y) + ϵ2Sd2(t, x, y) +O(ϵ3) (3.3)

pϵ(t, x) = p0(t, x, y) + ϵp1(t, x, y) + ϵ2p2(t, x, y) +O(ϵ3) (3.4)

f ϵ
nc(t, x) = fnc0(t, x, y) + ϵfnc1(t, x, y) + ϵ2fnc2(t, x, y) +O(ϵ3) (3.5)

where ui(t, x, y), Csi(t, x, y), Sdi(t, x, y), fnci(t, x, y) and pi(t, x, y) are Y − periodic. The homo-
genization method as in [27] consists of substituting these expansions into the dimensionless systems
((2.1) - (2.8)) and identifying the powers of ϵ. Due to the choice of the microscopic scale and the
two spatial variables, the spatial derivatives take the form :

∇ = ∇x +
1

ϵ
∇y (3.6)

3.1 Homogenization of the mass balance equation

Using (3.1) on (2.1) and (2.2) and identifying the powers of ϵ we obtain in Y f :

∇y.u0 = 0 (3.7)

∇x.u0 +∇y.u1 = 0 (3.8)

∇x.u1 +∇y.u2 = 0 (3.9)

∇x.u2 = 0 (3.10)

with boundary condition at ∂Y s:

(u∂Ys
0 − u0).n(y) = 0 (3.11)

(u∂Ys
1 − u1).n(y) = 0 (3.12)

(u∂Ys
2 − u2).n(y) = 0 (3.13)

3.2 Homogenization of the soil particle concentration with deposition
equation

Applying the homogenization ansatz in (3.1), (3.2),(3.3) on (2.3),(2.4) and collecting powers of ϵ
after using (3.11),(3.12) and (3.13) we obtain the boundary value problems.

By definition ∇x,∇y denote the gradients with respect to x and y respectively, and
∂

∂t
denoted

as ∇t
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3.2.1 Boundary value problem for Cs0:

P c
−2


Find Cs0 = Cs0(t, x, y) such that

∇y.D(t, y)∇yCs0 = 0 in Y f

D(t, y)∇yCs0 = 0 on ∂Y s

Cs0 = Cs0(t, x, y) is Y − periodic

(3.14)

The structure of P c
−2 portrays Cs0 and is independent of y hence the solution must be of the form

Cs0(t, x, y) = Cs0(t, x) (3.15)

the existence and uniqueness of (3.15) is guaranteed via Lax-Milgram theorem.

3.2.2 Boundary value problem for Cs1

The second order Cs1 satisfies:

P c
−1


Find Cs1 = Cs1(t, x, y) such that

−∇y.(D(t, y)(∇xCs0 +∇yCs1)) = 0 in Y f

D(t, y)(∇xCs0 +∇yCs1).n(y) = 0 on ∂Y s

Cs1 = Cs1(t, x, y) is Y − periodic

(3.16)

P c
−1 is linear, by the method of separation of variables we can write the solution to the linear

problem in the form:

Cs1(t, x, y) = C̄s1(t, x) +

2∑
j=1

∇xjCs0(t, x)χ
c
j(y) (3.17)

Where χc
j(y) =

[
χc
1(y)

χc
2(y)

]
∈ R2 are cell functions, C̄s1 is an arbitrary function of x and t. From (3.17)

we note that ∇yCs1(t, x, y) =
∑2

j=1 ∇xjCs0(t, x)∇yχ
c
j(y) and ∇xCs0(t, x) =

∑2
j=1 ∇xjCs0(t, x)ēj

,hence from (3.16) we obtain what we call the cell problem from which we can compute χc
j(y) :

P c
−1,j

−∇y.(D(t, y)(ēj +∇yχ
c
j(y)) = 0 in Y f

D(t, y)(ēj +∇yχ
c
j(y)).n(y) = 0 on ∂Y s

χc
j is Y − periodic

(3.18)

3.2.3 Boundary value problem (BVP) for Cs2

Finally the BVP for the third order Cs2:

P c
0


∇t(Cs0 + Sd0)−∇x.(D(t, y)(∇xCs0 +∇yCs1))−

∇y.(D(t, y)(∇xCs1 +∇yCs2)) +∇x.(u0Cs0) +∇y.(u0Cs1) = 0 in Y f

D(t, y)(∇xCs1 +∇yCs2).n(y) = 0 on ∂Y s

Cs2(t, x, y) is Y − periodic

(3.19)

We integrate (3.19) over the Y − cell and averaging with respect to y

P c
a for a ∈ R denote auxiliary problem obtained at ϵa from the concentration equation.
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1

|Y |

∫
Yf

∇t(Cs0 + Sd0)dy︸ ︷︷ ︸
I1

− 1

|Y |

∫
Yf

∇x.(D(t, y)(∇xCs0 +∇yCs1))dy︸ ︷︷ ︸
I2

−

1

|Y |

∫
Yf

∇y.(D(t, y)(∇xCs1 +∇yCs2))dy︸ ︷︷ ︸
I3

+
1

|Y |

∫
Yf

∇x.(u0Cs0)dy︸ ︷︷ ︸
I4

+

1

|Y |

∫
Yf

∇y.(u0Cs1)dy︸ ︷︷ ︸
I5

= 0 (3.20)

By analysing I1, I2, I3, I4, I5 using Gauss’s theorem, the results in P c
0 and periodicity of the measured

quantities we have

I1 =
|Yf |
|Y | ∇t(Cs0 + Sd0) (3.21)

I2 =
1

|Y |

2∑
i=1

∇xi(

2∑
j=1

(

∫
Yf

D(t, y)(δij +∇yiχ
c
j(y))dy)∇xjCs0) (3.22)

I3 = 0 (3.23)

I4 =
|Yf |
|Y | ∇x.(u0Cs0) (3.24)

I5 = 0 (3.25)

Denoting the porosity of the medium by ϕ =
|Yf |
|Y | we obtain from (3.20) the homogenized macroscopic

model for concentration of soil particles with deposition as

ϕ
∂

∂t
(Cs0 + Sd0) + ϕ∇x.(u0Cs0) = ∇x.(D

h∇xCs0) in Λ (3.26)

with the effective macroscopic diffusion coefficient

Dh =
1

|Y |

2∑
j=1

(

∫
Yf

D(t, y)(δij +∇yiχ
c
j(y))dy), i = 1, 2 (3.27)

3.3 Homogenization of the equation of motion of mixture

Next we homogenize the momentum equation by substituting (3.1) and (3.4) into (2.3) and (2.4)
and collecting terms involving powers of ϵ.

3.3.1 Boundary value problem for u0:

The lowest order of ϵ gives the auxiliary equation:

Pu
−2


Find u0 = u0(t, x, y) such that

∇y.2µ(t, y)∇yu0 = 0 in Y f

2µ(t, y)∇yu0.n = 0 on ∂Y s

u0 = u0(t, x, y) is Y − periodic

(3.28)

Pu
a for a ∈ R similarly denote auxiliary problem obtained at ϵa from the momentum equation.
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The solution to Pu
−2 is of the form

u0(t, x, y) = u0(t, x) (3.29)

3.3.2 Boundary value problem for u1:

Simplifying the asymptotic expansion for the second order term u1 we obtain the auxiliary problem
Pu
−1

Pu
−1


Find u1 = u1(t, x, y) such that

−∇y.(2µ(t, y)(∇xu0 +∇yu1)) = 0 in Y f

2µ(t, y)(∇xu0 +∇yu1).n(y) = 0 on ∂Y s

u1 = u1(t, x, y) is Y − periodic

(3.30)

Equation (3.30) is linear and by separation of variables u1 is a linear function of ∇xu0, therefore
we seek a solution of the form

u1(t, x, y) = ū1(t, x) +

2∑
k=1

∇xku0(t, x)χ
u
k(y) (3.31)

for cell function χu
k(y) ∈ R2 which are solutions to the cell problem obtained by substituting (3.31)

into (3.30)

Pu
−1,k

−∇y.(2µ(t, y)(ēk +∇yχ
u
k(y)) = 0 in Y f

2µ(t, y)(ēk +∇yχ
u
k(y)).n(y) = 0 on ∂Y s

χu
k is Y − periodic

(3.32)

the cell function χu
k is a unique solution to Pu

−1,k via Lax-Milgram theorem.

3.3.3 Boundary value problem for u2:

After simplification using the results obtained in the system of equations ((3.11)-(3.13)) we get

Pu
0


∇tu0 − (u0.∇x)u0 + Eu(t, y)∇xpo −∇x.(2µ(t, y)(∇xu0 +∇yu1))−

∇y.(2µ(t, y)(∇xu1 +∇yu2)) = 0 in Y f

2µ(t, y)(∇xu1 +∇yu2).n(y) = 0 on ∂Y s

u2(t, x, y) is Y − periodic

(3.33)

We proceed by integrating (3.33) over the unit cell Y and average with respect to y

1

|Y |

∫
Yf

∂u0

∂t
dy︸ ︷︷ ︸

I6

+
1

|Y |

∫
Yf

(u0.∇x)u0dy︸ ︷︷ ︸
I7

+
1

|Y |

∫
Yf

Eu(t, y)∇xp0dy︸ ︷︷ ︸
I8

−

1

|Y |

∫
Yf

∇x.(2µ(t, y)(∇xu0 +∇yu1))dy︸ ︷︷ ︸
I9

−

1

|Y |

∫
Yf

∇y.(2µ(t, y)(∇xu1 +∇yu2))dy︸ ︷︷ ︸
I10

= 0 (3.34)

Simplify (3.34) using the boundary condition in (3.33), Gauss’s theorem and periodicity:

I6 = ϕ
∂u0

∂t
(3.35)
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I7 = ϕ(u0.∇x)u0 (3.36)

I8 = Ēu∇xp0 with Ēu =
1

|Y |

∫
Yf

Eu(t, y)dy (3.37)

I9 =
1

|Y |

2∑
l=1

∇xl(

2∑
k=1

(

∫
Yf

2µ(t, y)(δlk +∇ylχ
u
k(y))dy)∇xku0) (3.38)

I10 = 0 (3.39)

Consequently we obtain the homogenized macroscopic equation for the momentum equation under
Lamina flow conditions as

ϕ
∂u0

∂t
+ ϕ(u0.∇x)u0 + Ēu∇xp0 − 2∇x.(µ

h∇x) = 0 in Λ (3.40)

with the effective macroscopic molecular viscosity given by

µh =
1

|Y |

2∑
k=1

(

∫
Yf

µ(t, y)(δlk +∇ylχ
u
k(y))dy, l = 1, 2 (3.41)

The concluding equations for rate of deposition and rate of decrease in fraction of non-clogging
conduit respectively becomes

∂Sd0

∂t
= (βncfnc0 + βcl(1− fnc0))ΨCs0 in Λ (3.42)

∂fnc0

∂t
+ βncΨfnc0Cs0 = 0 in Λ (3.43)

It must be noted that through homogenization the microscale variable y has been averaged out of the
homogenized equations which are now void of oscillations(ϵ) and are functions of the macroscale
variable x and time t only. The highly oscillatory coefficients have been replaced with effective
coefficients.

4 Numerical Computation of the Homogenized Model

We now apply the model to simulate the piping flow erosion with deposition within a highly erodible
soil under a tangential flow instigated by seepage of water through the embankment. A constant
pressure drop between inlet and outlet with a constant flux at the inlet was imposed, tangential
velocities are supposed continuous across ∂Λ.

The finite element method (FEM) was used to discretize the cell problems and macroscopic equations,
the algorithms are presented to clearly outline the computational processes involved. Meanwhile
for a detailed report on FEM we refer the reader to [28]. A splitting method namely Incremental
Pressure Correction Scheme (IPCS) was used to decouple the momentum equation as it is known to
reduce computational cost with an improved time accuracy as compared to fully coupled schemes
[29, 30, 31].
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Table 2. Numerical values of parameters

L H pin ρw ρp ϕ
2m 1m 0.1 1000kgm−3 2700kgm−3 0.35

ker Ψ βnc βcl Eu Csoil

0.01 sm−1 1.22× 10−6ms−1 0.73 3.96× 10−4 0.00424 0.65

4.1 Initial and boundary conditions

We simulated the homogenized equations under the following conditions:

fnc0(0, x1, x2) = 1, Sd0(0, x1, x2) = 0

Cs0(t, 0, x2) = 0, Sd0(t, 0, x2) = 0

p0(t, 0, x2) = pin, p0(t, L, x2) = 0

u0(t, x1, 0) = 0, u0(t, x1, L) = 0

Numerical values of the parameters used are given in Table 2 for a rectangular soil domain of
dimensions 2m× 1m with highly erodible soil, whilst the characteristic erosion time was computed

as in [23]. Thus ter =
2Lρp

kerpin
with a value of 3000hrs.The mixture density ρ = ϕ(ρp − ρw) + ρw,

where ρw and ρp are water and soil particles density, compacity of the soil denoted Csoil = 1− ϕ.

4.2 Numerical procedure

The numerical method for the results on the homogenized equations are based on piecewise quadratic
mixed Galerkin finite element algorithm on an unstructured triangular mesh. The time-stepping
was performed using Backward Euler Method with a time step δt = 0.2 for 0 ≤ t ≤ 20. The steps
for numerically computing the homogenization procedure are as follows:

(i) Compute the cell problem:

− ∂

∂yi

(
Dik(t, y)

∂χc
j

∂yk

)
=

∂

∂yi
Dij(t, y)

B.C :

(
Dij(t, y) +Dik(t, y)

∂χc
j

∂yk

)
.n(y) = 0 (4.1)

− ∂

∂yi

(
µik(t, y)

∂χµ
j

∂yk

)
=

∂

∂yi
µij(t, y)

B.C :

(
µij(t, y) + µik(t, y)

∂χc
j

∂yk

)
.n(y) = 0 (4.2)

for i, k = 1, 2,j = 1, 2 and χc
j , χ

µ
j − Y periodic

(ii) Compute the Homogenized effective characteristic coefficients:

Dh
=

1

|Y |

∫
Yf

(
Dij(t, y) +Dik(t, y)

∂χc
j

∂yk

)
dy (4.3)

µh
=

1

|Y |

∫
Yf

(
µij(t, y) + µik(t, y)

∂χu
j

∂yk

)
dy (4.4)

Ēu =
1

|Y |

∫
Yf

Eudy (4.5)

for i, k = 1, 2,j = 1, 2
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(iii) Solve the Homogenized problem 2D:

ϕ
∂u0i

∂t
+ ϕu0j

∂u0i

∂xj
= −Ēu

∂p0
∂xi

+ 2µh ∂
2u0i

∂x2
i

(4.6)

ϕ
∂Cs0

∂t
+ ϕ

∂Sd0

∂t
+ ϕu0j

∂Cs0

∂xj
= Dh ∂

2Cs0

∂x2
i

(4.7)

for i = 1, 2,j = 1, 2

With concluding equations for deposition and pore space dynamics

∂Sd0

∂t
= [βncfnc0 + βcl(1− fnc0)]ΨCs0 (4.8)

∂fnc0

∂t
+ βncΨfnc0Cs0 = 0 (4.9)

4.2.1 Finite element implementation of the cell problem

To compute χc in (4.1) a test space Q̂(Y ) = {η ∈ H1(Y ) : η = 0 on ∂Y, η is Y − periodic} and a
trial space Q(Y ) = {χc

j ∈ H1(Y ) : χc
j = 0 on ∂Y, χc

j is Y − periodic} were chosen. Using the test

function η ∈ Q̂(Y ) and Greens theorem the weak formulation of (4.1) is

∫
Y

− ∂

∂yi

(
Dik(y)

∂

∂yk
(χc

j + yj)

)
ηdy =∫

Y

Dik(y)
∂

∂yk
(χc

j + yj)
∂η

∂yi
dy −

∫
∂Y

Dik(y)
∂

∂yk
(χc

j + yj)η.nidS (4.10)

Since the test function is zero on the boundary, equation (4.10) simplifies to,∫
Y

Dik(y)
∂

∂yk
(χc

j + yj)
∂η

∂yi
dy = 0

Hence the bilinear form: Find χc
j ∈ Q(Y ) such that

aY ((χc
j + yj), η) = 0 (4.11)

for all η ∈ Q̂(Y ). Next the unit cell Y was divided into P triangles Tp with G nodes Pi. Choose
Q̂h(Y ) a finite dimensional subspace of Q̂(Y ) of dimension g and a basis function ηk ∈ Q̂h(Y ),
k = 1, 2, ..., g. Using piecewise linear basis function, let ηk(Pi) = δkl and the approximate solution
to (4.11) χc

j(y)h =
∑g

k=1 γ
j
kηk(y) for all y ∈ Y with γj

k constants. Also for η ∈ Q̂h(Y ) let
η =

∑g
i=1 νiηi, νi constants. Hence (4.11) becomes the finite dimensional problem find χc

jh
∈ Qh(Y )

such that
aY (χc

jh
, η) = MY (η) (4.12)

from which we obtain the system of equations

g∑
k=1

Aikγ
j
k = bji , i = 1, 2, ..., g, j = 1, 2 (4.13)

where

Aik = aY (ηk, ηi) =

∫
Y

Dij(y)
∂ηk
∂yj

∂ηi
∂yi

dy

and

bji = MY (ηi) =

∫
Y

Dij(y)
∂ηi
∂yi

dy
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Similarly for (4.2) we have the finite dimensional problem:
find χµ

j h
∈ Qh(Y ) such that

bY (χµ
j h

, η) = NY (η) (4.14)

which gives the system of equations

g∑
k=1

Bikα
j
k = dji , i = 1, 2, ..., g, j = 1, 2, αj

k constants. (4.15)

where

Bik = bY (ηk, ηi) =

∫
Y

µij(y)
∂ηk
∂yj

∂ηi
∂yi

dy

and

dji = NY (ηi) =

∫
Y

µij(y)
∂ηi
∂yi

dy

By defining Dij(t, y) = Dijδij , µij(t, y) = µijδij and using the results from (4.12) and (4.14), we
compute the homogenized effective diffusive coefficient and molecular viscosity

Dh =
1

|Y |

∫
Yf

(
Dij +Dik

∂χc
j(y)h

∂yk

)
dy (4.16)

µh =
1

|Y |

∫
Yf

(
µij + µik

∂χu
j (y)h

∂yk

)
dy (4.17)

4.2.2 Finite element implementation of the momentum equation for the
water/soil mixture

Defining a test space Q̂(Λ) = {ξ1 ∈ H1(Λ) : ξ1 = 0 on ∂Λ} and a trial space Q(Λ) = {u0 ∈ H1(Λ) :
u0 = 0 on ∂Λ}. Equation (4.6) was decoupled into∫

Λ

ϕ(u⋆
0i − un

0i)

δt
ξ1dx+

∫
Λ

ϕun
0j

∂un
0i

∂xj
ξ1dx+

∫
Λ

T (u
n+ 1

2
0i

, pn0 )
∂ξ1
∂x0i

dx

−
∫
∂Λ

T (u
n+ 1

2
0i

, pn0 )ξ1.ndx = 0 (4.18)

Ēu

∫
Λ

∂pn+1
0

∂xi

∂q

∂xi
dx = Ēu

∫
Λ

∂pn0
∂xi

∂q

∂xi
dx− ϕ(δt)−1

∫
Λ

∂u⋆
0i

∂xi
qdx (4.19)

ϕ

∫
Λ

un+1
0i

ξ1dx =

∫
Λ

u⋆
0iξ1dx− δtĒu

∫
Λ

(
∂pn+1

0

∂xi
− ∂pn0

∂xi

)
ξ1dx (4.20)

for test function q and a tentative velocity u⋆.

Choosing Q̂h(Λ) a finite dimensional subspace of Q̂(Λ) of dimension g and piecewise quadratic basis
functions qk, ξ1k ∈ Q̂h(Λ), k = 1, 2, ..., g, we let qk(Pi) = δkl, ξ1k (Pi) = δkl and the approximate
solutions p0h(t, x) =

∑g
k=1 λ

j
1k
qk(x) for all x ∈ Λ and u0ih(t, x) =

∑g
k=1 λ

j
2k
ξ1k(x) for all x ∈

Λ with λj
1k
, λj

2k
constants. Also for qk, ξ1k ∈ Q̂h(Λ) let ξ1 =

∑g
i=1 ν1iξ1i and q =

∑g
i=1 ν2iqi,

ν1i , ν2i constants.

We thus have from (4.18), (4.19), (4.20) the systems of equation∫
Λ

ϕ(ξ⋆1k − ξn1k )

δt
ξ1idx+

∫
Λ

ϕξn1k
∂ξn1k
∂xj

ξ1idx+

∫
Λ

T (ξ
n+ 1

2
1k

, qnk )
∂ξ1i
∂xi

dx

−
∫
∂Λ

T (ξ
n+ 1

2
1k

, qnk )ξ1i .ndx = 0 (4.21)
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Ēu

∫
Λ

∂qn+1
k

∂xi

∂qi
∂xi

dx = Ēu

∫
Λ

∂qnk
∂xi

∂qi
∂xi

dx− ϕ(δt)−1

∫
Λ

∂ξ⋆1k
∂xi

qidx (4.22)

ϕ

∫
Λ

ξn+1
1k

ξ1idx =

∫
Λ

ξ⋆1kξ1idx− δtĒu

∫
Λ

(
∂qn+1

k

∂xi
− ∂qnk

∂xi

)
ξ1idx

(4.23)

4.2.3 Finite element implementation of the equation for soil particle
concentration with deposition in the water/soil mixture

Similarly lets define test and trial space respectively as V̂ (Λ) = {ξ2, ξ3, ξ4 ∈ H1(Λ) : ξ2 = ξ3 = ξ4 =
0 on ∂Λ} and V (Λ) = {Cs0, Sd0, fnc0 ∈ H1(Λ) : Cs0 = Sd0 = fnc0 = 0 on ∂Λ} for V̂h(Λ) a finite
dimensional subspace of V̂ (Λ) of dimension g and basis functions ξ2k , ξ3k , ξ4k ∈ V̂h(Λ), k = 1, 2, ..., g.
Using piecewise linear basis function we let ξ2k(Pi) = δkl, ξ3k(Pi) = δkl, and ξ4k(Pi) = δkl and
the approximate solutions

Cs0h(t, x) =

g∑
k=1

λj
3k
(x)ξ2k for all x ∈ Λ

Sd0h(t, x) =

g∑
k=1

λj
4k
(x)ξ3k for all x ∈ Λ

fnc0h
(t, x) =

g∑
k=1

λj
5k
(x)ξ4k for all x ∈ Λ

with λj
3k
, λj

4k
, λj

5k
constants Also for ξ2k , ξ3k , ξ4k ∈ V̂h(Λ) we let ξ2 =

∑g
i=1 ν3iξ2i

ξ3 =
∑g

i=1 ν4iξ3i , ξ4 =
∑g

i=1 ν5iξ4i , for ν3i , ν4i , ν5i constants. The system of equations are thus

ϕ

∫
Λ

ξn+1
2k

− ξn2k
δt

ξ2idx+ ϕ

∫
Λ

ξn+1
3k

− ξn3k
δt

ξ2idx+ ϕ

∫
Λ

ξn+1
1k

∂ξn+1
2k

∂xj
ξ2idx

+Dh

∫
Λ

∂ξn+1
2k

∂xi

∂ξ2i
∂xi

dx = 0 (4.24)

∫
Λ

ξn+1
3k

− ξn3k
δt

ξ3idx−
∫
Λ

[βncξ
n+1
4k

+ βcl(1− ξn+1
4k

)]Ψξn+1
2k

ξ3idx = 0 (4.25)

∫
Λ

ξn+1
4k

− ξn4k
δt

ξ4idx+ βncΨ

∫
Λ

ξn+1
4k

ξn+1
2k

ξ4idx = 0 (4.26)

4.3 Numerical results and discussion

The results in Fig. 2 was obtained on the unit cell under periodic boundary conditions.

Under the assumption that the geometry of the problem is symmetric, the effective molecular
viscosity and diffusion coefficient are isotropic thus Dij(t, y) = Dijδij , and µlk(t, y) = µlkδlk, y ∈
Y , we used the computed cell values to calculate the effective coefficients from (3.26) and (3.40) as

Dh =

(
0.0196 0

0 0.0196

)
µh =

(
0.0031 0

0 0.0031

)
(4.27)
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Fig. 2. Solution to cell problem for concentration of soil particles and momentum
equation

The cell values in Fig. 2 are local variation in solute concentration and flow velocity created by the
macroscopic gradient. The macroscopic homogenized equations are used to verify the development
of the piping flow phenomena with deposition results of which are illustrated in Figs. 3-6.

For piping to occur there must be a seepage flow path and a source of water, erodable material
within the flow path and an unprotected exit. We therefore describe an inflow at x1 = 0 and an
unprotected outflow at x1 = 2 with the walls x2 = 0 and x2 = 1.The soil domain was subject to
a constant pressure drop of 0.1 whose gradient is depicted in Fig. 3. The flow velocity profile was
parabolic with the velocity increasing towards the middle portions. Higher shear values at the walls
contributes to decreasing velocities and viscous regimes. As the pressure balances wall shear stress
the velocity profile remain unchanged as shown in Fig. 3 from t

ter
= 12.

We studied the evolution of soil particle concentration for the chosen dimensionless time period. Our
model clearly depicted the variations in soil particle concentration in mixture as expected from the
heterogeneities of the medium as different levels of soil concentration were recorded through time
and space. Accumulated eroded soil particles transformed the flow into a concentrated suspension

with
Cs0

Csoil
rising to a maximum of 1 from inflow to outflow for 0 <

t

ter
≤ 4 as shown in Fig.

4. These higher values of output soil concentration in flow lead to output hole enlargement. The
simulations performed clearly show soil particle concentration in mixture decreasing with time,
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experimental studies commonly project decreasing concentrations however we observed from our
simulations that the particle concentration decreases at a decreasing rate becoming almost constant
with time showing glimpses of dilute flow.

Significant deposition was recorded from the simulation though at lower levels as compared with

the soil compacity. From Fig. 5 we observe a rapid increase in deposition for 0 <
t

ter
≤ 12,

deposits further increased but at a slower rate. We noticed from the numerical studies that under
Lamina flow conditions deposition increases over time but at a decreasing rate and there is a direct
relationship between soil particles concentration in the mixture and soil particles deposition.
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Fig. 3. Pressure and velocity profile in the soil domain
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Fig. 4. Concentration of soil particles in water-soil mixture as a fraction of
compacity of the soil domain
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Fig. 5. Soil particles deposition in flow paths as a fraction of compacity of soil
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With the assumption that prior to erosion the fraction of bare pore spaces is 1. We observed
from the numerical studies a gradual decrease in this fraction with comparatively higher decreasing
fractions at downstream part of the soil domain as in Fig. 6. The overall bare pore spaces in the
entire soil domain was altered by the erosion which can be attributed to the deposits. Hence if
filters are to be employed in embarkment treatment we recommend priority be given to regions
closer to the inflow.
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Fig. 6. Reduction in bare pore spaces as entrainment and deposits occur

5 Conclusion

In this study we investigated the effect of soil concentration in an erodable soil domain and
how spatial variabilities and oscillating viscosity and diffusion could be homogenized using the
homogenization process. We have presented a model which eliminates the assumptions of homogeneity
and no deposition placed on the numerical modeling of the piping flow phenomena and hence our
formulation provides a better representation of piping flow erosion. A system of classifying regions
of clogged and nonclogging conduits in the soil domain was introduced. Numerical simulations
for piping flow erosion with deposition in a spatially heterogeneous soil were conducted and the
numerical results clearly show the various trends associated with soil particle concentration in the
piping phenomena.
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